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Introduction

I Huge amounts of speech audio data are becoming available online.

I Even for severely under-resourced and endangered languages (e.g. unwritten),
data is being collected.

I Generally this data is unlabelled.

I We want to build speech technology on available unlabelled data.

I Need unsupervised speech processing techniques.
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Example application: query-by-example search

Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:

Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:

Spoken query:

Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:Spoken query:

Spoken query:

Spoken query:Spoken query:Spoken query:Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:Spoken query:Spoken query:

Spoken query:

Spoken query:Spoken query:Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:Spoken query:Spoken query:Spoken query:

Spoken query:

Spoken query:Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:

Spoken query:

Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Example application: query-by-example search

Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:Spoken query:

Spoken query:

What features should we use to represent the speech for such unsupervised tasks?

3 / 16



Supervised neural network feature extraction

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

But what if we do not have phone class
targets to train our network?

4 / 16



Supervised neural network feature extraction

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

But what if we do not have phone class
targets to train our network?

4 / 16



Supervised neural network feature extraction

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

But what if we do not have phone class
targets to train our network?

4 / 16



Supervised neural network feature extraction

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

But what if we do not have phone class
targets to train our network?

4 / 16



Supervised neural network feature extraction

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

ay ey k v

Input: speech frame(s)
e.g. MFCCs, filterbanks

Output: predict phone states

Feature extractor
(learned from data)

Phone classifier
(learned jointly)

But what if we do not have phone class
targets to train our network?

4 / 16



Weak supervision: unsupervised term discovery

Can we use these discovered word pairs
to provide us with weak supervision?
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Weak supervision: align the discovered word pairs
Use correspondence idea from [Jansen et al., 2013]

:
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Autoencoder (AE) neural network

Input speech frame

A normal autoencoder neural network is trained to
reconstruct its input.

Output is same as input

Input speech frame

This reconstruction criterion can be used to pretrain a
deep neural network.

Output is same as input
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The correspondence autoencoder (cAE)

Frame from one word

The correspondence autoencoder (cAE) takes a frame
from one word, and tries to reconstruct the

corresponding frame from the other word in the pair.

Frame from other word in pair

Frame from one word

Unsupervised
feature extractor

In this way we learn an unsupervised feature extractor
using the weak word-pair supervision.

Frame from other word in pair
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Complete unsupervised cAE training algorithm

Speech corpus

Initialize
weights

Train stacked
autoencoder
(pretraining)

Align word pair frames

Train correspondence
autoencoder

(1)

(2)

(3)

(4)

Unsupervised
term discovery

Unsupervised
feature
extractor

9 / 16



Evaluation of features: the same-different task
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Evaluation of features: the same-different task
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Evaluation of features: the same-different task

I Each term is treated in turn as the query.

I The threshold is varied to obtain a precision-recall curve.

I The area under the precision-recall curve is used as the final evaluation
metric, referred to as average precision (AP).

I AP is higher for feature representations which are better able to associate
words of the same type and discriminate between words of different types.

I AP has been shown to correlate well with phone recognition error rates
[Carlin et al., 2011] and has been used in several other unsupervised studies.
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Baseline: partitioned universal background model
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Fig. 2. Training algorithm schematic.

wherexi, yi ∈ Rd. Note that time warping tolerated by the align-
ment means that while each frame pair is unique, each individual
frame can occur in multiple frame pairs (limited by the natural vari-
ation in phone duration).

The next step is to relate the frame level pairsF to the com-
ponents of the UBM for subsequent partitioning. At a high level,
each speaker independent subword unit will consist of a subset of
the Gaussian components of the UBM that tend to simultaneously
activate for frame pairs inF . We can obtain the requisite UBM com-
ponent co-occurrence statistics as follows. For each(xi, yi) ∈ F ,
we can compute the posterior distribution over the UBM components
for a given acoustic framex by

P (c|x) = N (x;µc,Σc)
PC

c′=1 N (x;µc′ ,Σc′)
, (2)

where we have assumed a uniform component prior by discarding
the GMM mixing weights{αc}. We can then compute an aggregate
C×C (soft) co-occurrence matrix between UBM components by

S(c1, c2) =

PF
i=1 P (c1|xi)P (c2|yi)

h

PF
i=1 P (c1|xi)

i h

PF
i=1 P (c2|yi)

i , (3)

which has been normalized by the expected counts of each UBM
component. The goal then is to partition the set of UBM components
such that pairs of UBM components that have high values inS fall
into the same subset.

Having demonstrated success in a similar setting [17], we use
spectral clustering to derive the partition intoK subsets as follows
First, the co-occurrence matrixS is used to define a weighted undi-
rected graph withC vertices, each corresponding to a single Gaus-
sian component of the UBM. Each matrix elementSij specifies the
edge weight between the vertices corresponding to thei-th andj-th
component. Unlike more common agglomerative techniques, spec-
tral clustering attempts not to just group vertices that are directly
similar, but also those that are connected by paths of high similarity.
Given a desired number of clustersK, we implement the spectral
clustering variant of [20]:

1. Compute the unnormalized graph LaplacianL = D− S, where
D is the diagonal matrix with elementsDii =

P

j Sij , the de-
gree of thei-th vertex.

2. Solve the generalized eigenvalue problemLv = λDv, for the
first K eigenvectors{v1, . . . , vK}, where eachvi∈RC .

3. Representing thei-th vertex (and thus thei-th UBM component)
by its graph spectrumui = 〈v1[i], v2[i], . . . , vK [i]〉 ∈ RK , per-
formK-means clustering of the points{u1, u2, . . . , uC}.

The K-way clustering of vertices corresponds to aK-way parti-
tion of the Gaussian components. Each subset of Gaussian com-
ponents itself then defines a Gaussian mixture model, where we as-
sume a uniform mixture weight on each component. In this way, we
have transformed the speaker dependent UBM into a collection of
K Gaussian mixture models, each corresponding to a subword unit
that we will demonstrate below in Section 4 exhibits substantially
improved consistency across speaker relative to the UBM.

4. EXPERIMENTS

We perform several experiments to evaluate the speaker indepen-
dence enabled by the proposed weak top-down constraint mecha-
nism. We use a training set of cepstral mean and variance normalized
perceptual linear prediction (PLP) features [21] corresponding to 40
hours of speech (180 conversations) from the Switchboard corpus of
English conversational telephone speech. Our implementation de-
tails for the evaluation are as follows:

(a) Building the universal background model: GMM-based
UBMs are trained bottom-up using maximum likelihood (ML)
estimation. Starting with a single Gaussian component, training
proceeds by interleaving Gaussian splitting and expectation-
maximization re-estimation steps, which are performed until the
desired numberC of mixture components is reached. Diagonal
covariance matrices are used in all cases. The GMM models are
trained on only speech regions of the training corpus as identi-
fied by an neural network based speech activity detector [22].
We train baseline UBMs forC = 50, 100, 150, 200 and1024
components, where we assume each component corresponds to
some speaker- and/or context-dependent subword unit.

(b) Deriving frame-level correspondences:In practice, our word
segment pairs can be generated using a scalable spoken term dis-
covery algorithm such as that described in [6]. For the present
evaluation, we forgo automatic discovery to limit extrinsic error
sources and instead extract word segment pairs from a forced-
alignment of the transcripts for the 40 hour train set. Restrict-
ing ourselves to word segments of at least 0.5 seconds in du-
ration and 5 characters as text (the approximate bounds nec-
essary for reliable term discovery [6]), we are left with nearly
N = 100, 000 same-type word segment pairs. Using DTW
alignment of the PLP features for each pair, we generate ap-
proximatelyF = 7 million frame-level correspondences. We
evaluate performance using all 100,000 word pairs, as well as
for random subsamples of sizesN = 10,000, 1,000, and 100.

(c) Partitioning UBM components: Next, we compute posterior-
grams using the 1024-component UBM for each word segment

Use posteriorgram features from the partitioned universal
background model (UBM) as baseline [Jansen et al., 2013].
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Evaluation

I Speech from Switchboard is used for evaluation.

I Pretraining data: 23 hours of untranscribed speech.

I We consider two sets of word pairs for training the cAE:
1 100k gold standard word pairs.
2 80k word pairs discovered using unsupervised term discovery (UTD).

I Test set for same-different evaluation: 11k word tokens, 60.7M pairs, 3%
produced by same speaker.

I Neural network architecture (optimized on development set):
39-dimensional single-frame MFCC input features, 13 layers, 100 hidden units
per layer, take features from the fourth-last encoding layer.
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Comparison with baseline: gold standard word pairs

Features Average
precision

MFCCs with CMVN 0.214
UBM with 1024 components [Jansen et al., 2013] 0.222

1024-UBM partitioned 100 components [Jansen et al., 2013] 0.286
100-unit, 13-layer stacked autoencoder 0.215

100-unit, 13-layer correspondence autoencoder 0.469
Supervised NN, 10 hours [Carlin et al., 2011] 0.439

Supervised NN, 100 hours [Carlin et al., 2011] 0.516
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Evaluation using terms from unsupervised term
discovery

Features Average
precision

MFCCs with CMVN 0.214
Best of [Jansen et al., 2013] using gold standard word pairs 0.286

Correspondence autoencoder trained on gold standard word pairs 0.469
Correspondence autoencoder trained on UTD pairs 0.341

Supervised NN, 10 hours [Carlin et al., 2011] 0.439
Supervised NN, 100 hours [Carlin et al., 2011] 0.516
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Summary and conclusion

I Introduced the correspondence autoencoder (cAE), a novel neural network
which can be trained unsupervised on unlabelled speech data.

I Evaluated the network in a word discrimination task.

I Showed 64% relative improvement over a previous state-of-the-art GMM
system.

I Come to within 23% of supervised baseline.

I Future work: apply in further unsupervised speech processing tasks; how can
the correspondence idea be used in other neural network structures?
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Code

https://github.com/kamperh/speech_correspondence/

https://github.com/kamperh/speech_correspondence/


Choosing the network architecture
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Development set cAE performance using gold standard word pairs. Features were
taken from the fourth-last to second-last encoding layers.


