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K-means clustering algorithm and example

1. Randomly assign each item x(™ to one of the
K clusters.

2. repeat until cluster assignments stop changing:

(a) for cluster k =1 to K:

Calculate the cluster centroid p,. as the
mean of all the items assigned to cluster k.

(b) for itemn =1 to N:

Assign item x(") to the cluster with the
closest centroid.
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K-means clustering algorithm

@?andomly assign each item x(™ to one of the
K clusters.

2. repeat until cluster assignments stop changing:

(a) for cluster k =1 to K:
Calculate the cluster centroid p,. as the

mean of all the items assigned to cluster k.

(b) for itemn =1 to N:

Assign item x(") to the cluster with the
closest centroid.
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K-means clustering algorithm and example

1. Randomly assign each item x(™ to one of the
K clusters.

2.

repeat until cluster assignments stop changing:

(b)

for cluster k =1 to K:
Calculate the cluster centroid p,. as the

mean of all the items assigned to cluster k.

for itemn =1 to N:

Assign item x(") to the cluster with the
closest centroid.

Iteration: 1 (centroid update)
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K-means clustering algorithm and example

K clusters.

repeat until cluster assignments stop changing:

(a) for cluster k =1 to K:

Calculate the cluster centroid p,. as the
mean of all the items assigned to cluster k.

for itemn =1 to N:

Assign item x(") to the cluster with the

closest centroid.

Iteration: 1 (item assignment)
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K-means clustering algorithm and example

1. Randomly assign each item x(™ to one of the

K clusters.

. repeat until cluster assignments stop changing:

for cluster k =1 to K:

Calculate the cluster centroid p,. as the
mean of all the items assigned to cluster k.

(b) for itemn =1 to N:

Assign item x(") to the cluster with the

closest centroid.

Iteration: 2 (centroid update)
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K-means clustering algorithm

K clusters.

repeat until cluster assignments stop changing:

(a) for cluster k =1 to K:

Calculate the cluster centroid p,. as the
mean of all the items assigned to cluster k.

for itemn =1 to N:

Assign item x(") to the cluster with the

closest centroid.

and example

Iteration: 2 (item assignment)
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K-means clustering algorithm and example

K clusters.

repeat until cluster assignments stop changing:

for cluster £ =1 to K:

Calculate the cluster centroid p,. as the
mean of all the items assigned to cluster k.

(b) for itemn =1 to N:

Assign item x(") to the cluster with the

closest centroid.

Iteration: 3 (centroid update)
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1. Randomly assign each item x(™ to one of the
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K-means clustering algorithm

K clusters.

repeat until cluster assignments stop changing:

(a) for cluster k =1 to K:

Calculate the cluster centroid p,. as the
mean of all the items assigned to cluster k.

for itemn =1 to N:

Assign item x(") to the cluster with the

closest centroid.

and example

Iteration: 3 (item assignment)
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K-means clustering algorithm details
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1. Randomly assign each item x(™) to one of the

K clusters. T
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2. repeat until cluster assignments stop changing: -1 -
(a) for cluster k =1 to K: A z L6
Calculate the cluster centroid p;. as the /e T e, ). —
mean of all the items assigned to cluster k. 1€ Qe

(b) for itemn =1 to N:
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closest centroid.
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K-means clustering algorithm details

K .3
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1. Randomly assign each item x(™) to one of the
K clusters.
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2. repeat until cluster assignments stop changing:

(a) for cluster k =1 to K:

Calculate the cluster centroid ;. as the
mean of all the items assigned to cluster k.

(b) foritemn =1 to INV:

Assign item x(") to the cluster with the
closest centroid.
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Random initialisation leads to different local optima

Sum of squared distances to centroids: 68.26
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Sum of squared distances to centroids: 66.97
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