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In this note we will only look at examples and motivations for two new
models. We will see how these models are defined and can be used to
make predictions (if you have a trained model). But only in the next
notes will we look at how these models are actually trained on data.

So you can think about this note as only specifying the structure of
the models f(x; θ).

We look at two new models:

• Decision trees for classification
• Regression trees for regression

Sometimes these are referred to together as classification and regression
trees (CART).
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Motivation: Classification
Softmax regression on iris data
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What about rather using “blocks”?
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Classification: Decision trees on iris data
Two features

petal width (cm) ≤ 0.8
gini = 0.667

samples = 150
value = [50, 50, 50]

class = setosa

gini = 0.0
samples = 50

value = [50, 0, 0]
class = setosa

True

petal width (cm) ≤ 1.75
gini = 0.5

samples = 100
value = [0, 50, 50]
class = versicolor

False

petal length (cm) ≤ 4.95
gini = 0.168

samples = 54
value = [0, 49, 5]
class = versicolor

gini = 0.043
samples = 46

value = [0, 1, 45]
class = virginica

gini = 0.041
samples = 48

value = [0, 47, 1]
class = versicolor

gini = 0.444
samples = 6

value = [0, 2, 4]
class = virginica
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All features

petal length (cm) ≤ 2.45
gini = 0.667

samples = 150
value = [50, 50, 50]

class = setosa

gini = 0.0
samples = 50

value = [50, 0, 0]
class = setosa

True

petal width (cm) ≤ 1.75
gini = 0.5

samples = 100
value = [0, 50, 50]
class = versicolor

False

petal length (cm) ≤ 4.95
gini = 0.168

samples = 54
value = [0, 49, 5]
class = versicolor

petal length (cm) ≤ 4.85
gini = 0.043

samples = 46
value = [0, 1, 45]
class = virginica

petal width (cm) ≤ 1.65
gini = 0.041

samples = 48
value = [0, 47, 1]
class = versicolor

petal width (cm) ≤ 1.55
gini = 0.444
samples = 6

value = [0, 2, 4]
class = virginica

gini = 0.0
samples = 47

value = [0, 47, 0]
class = versicolor

gini = 0.0
samples = 1

value = [0, 0, 1]
class = virginica

gini = 0.0
samples = 3

value = [0, 0, 3]
class = virginica

sepal length (cm) ≤ 6.95
gini = 0.444
samples = 3

value = [0, 2, 1]
class = versicolor

gini = 0.0
samples = 2

value = [0, 2, 0]
class = versicolor

gini = 0.0
samples = 1

value = [0, 0, 1]
class = virginica

sepal length (cm) ≤ 5.95
gini = 0.444
samples = 3

value = [0, 1, 2]
class = virginica

gini = 0.0
samples = 43

value = [0, 0, 43]
class = virginica

gini = 0.0
samples = 1

value = [0, 1, 0]
class = versicolor

gini = 0.0
samples = 2

value = [0, 0, 2]
class = virginica
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Motivation: Regression
Hitters data: Predicting the salaries of baseball players

Years Hits Salary
4 25 $200k n = 1
17 240 $1900k n = 2
... ... ... ...

n = N
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Regression: Regression tree on hitters data

0 5 10 15 20 25
Years

0

50

100

150

200

250

Hi
ts

Years ≤ 4.5
mse = 202734.269

samples = 263
value = 535.926

mse = 75213.015
samples = 90

value = 225.831

True

Hits ≤ 117.5
mse = 193025.735

samples = 173
value = 697.247

False

mse = 59023.561
samples = 90

value = 464.917

mse = 216334.03
samples = 83

value = 949.171
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Videos covered in this note
• Trees 1.1: Intro - Decision trees for classification (10 min)
• Trees 1.2: Intro - Regression trees (12 min)

Reading
• ISLR 8 intro
• ISLR 8.1 intro
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https://youtu.be/mfzTmt0nTtU&list=PLmZlBIcArwhPrP3H7iejBQpqtP1UHrhFp
https://youtu.be/aGo--5JFpPM&list=PLmZlBIcArwhPrP3H7iejBQpqtP1UHrhFp
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