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Linear and non-linear relationships

Linear relationship:
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Non-linear relationship:
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From multiple linear regression to
polynomial regression

Multiple linear regression recap

Model:

f(x;w) = wo + wiry + wexe + ... + wWpTp = w'x

N
Fit on data {(x("),y(”)) " using the squared loss:
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Solution:



Polynomial regression
What if we want to fit:

f(xé Wo, W1, wz) = Wo +wW1T + w2x2

Let us define:

b(r) =

We can then write:
flasw) =
Now we can solve this problem exactly as for multiple linear regression

by pretending that ¢(x) is x.

Our design matrix now becomes:

Example with multivariate input

For

2 2
f(x; W) = wo + w11 + Wag + w312 + wer] + W5T;

we would have



Polynomial regression examples

Quadratic polynomial:
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Third-order polynomial:
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Basis functions

Instead of just polynomials, we can actually put any function in

$x) = [hi(x) dix) ... ox(x)]
E.g. sin, cos, log, exp, FFT, etc.

This can be quite useful if we have some inside domain knowledge of
the data and the problem.

Radial basis function (RBF)

An RBF is a function whose value depends on the distance between
the input and some fixed point:

$(x) = exp { —x - ",23(" — C>}

Intuitively, it measures how far input x is from c, with h controlling
how much we penalise points that are far way.

RBF in one dimension:

RBF in two dimensions:




Can even have a family of RBFs:




RBF basis functions examples

RBF with ¢ = [1900, 1950, 2000] and h = 20:
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RBF with ¢ = [1900, 1910, .. ., 2000] and h = 10:
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Videos covered in this note

o Linear regression 3: Polynomial regression and basis functions

(15 min)
e ISLR 3.3.2
« ISLR7.1
e« ISLR7.3
CURVE-FITTING METHODS
AND THE MESSAGES THEY SEND
. * :. .. . . * .: .
“HEY, I DDA “T \JBNTED A CURVED "LOCK, IT'5
REGRESSION. LINE, 50 T MADE ONE TAPERING OFF"
UITH MPTH!
f“f A
“LOOK, IT'S GROUING "IM SOPHISTICATED, NOT "IM MPKING A
UNCONTROLLABLY" LIKE THOSE BUMBLING SCATTER PLOT BUT
POLYNOMIAL PEOPLE" I DON'T LIANT TO*
. Kl .___-._.’-"—_“ o 'l
"T NEED TO CONNECT HESE  “USTEN, SCENCE 15 HARD. “I HAVE A THEORY,
O UNES, BUT MY FIRST IDEA  BUT IM A SERIOUS AND THIS 15 THE ONLY
DIDN'T HAVE ENOUGH MATH!  PERSON DOING MY BEST DATA T (OULD FIND"
ol
*T CLICKED ‘SMO0TH “THAD PN IDEA FORHOU "AS YOU CPN SEE, THIS
LINES IN EXCELY T CLEAN UP THE DFATA. MODEL SMOOTHLY FiTs
WHAT DO YOU THINK?* THE= LIAIT MO MO DOV'T
EXTEND IT APARAA!

Figure from https://xkcd.com/2048/.


https://youtu.be/TSFMepJbHa0&list=PLmZlBIcArwhNd_sWiz6f1-NHc3lg3k7PF
https://xkcd.com/2048/
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