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1 Introduction

As explained in detail in [1], there unfortunately exists multiple competing notations concerning
the layout of matrix derivatives. This can cause a lot of difficulty when consulting several
sources, since different sources might use different conventions. Some sources, for example [2]
(from which I use a lot of identities), even use a mixed layout (according to [1, Notes]). Identities
for both the numerator layout (sometimes called the Jacobian formulation) and the denominator
layout (sometimes called the Hessian formulation) is given in [1], so this makes it easy to check
what layout a particular source uses. I will aim to stick to the denominator layout, which seems
to be the most widely used in the field of statistics and pattern recognition (e.g. [3] and [4,
pp. 327-332]). Other useful references concerning matrix calculus include [5] and [6]. In this
document column vectors are assumed in all cases expect where specifically stated otherwise.

Table 1: Derivatives of scalars, vector functions and matrices [1, 6].

column vector .
scalar y y €R™ matrix Y € R"™*"?
. OY
row vector matrix 5 (onl
scalar scalar O 3y . gm taxl( }g
5 € numerator layout)
n column vector matrix
column vector x € R 9 ¢ jn 9y < gnxm
ox ox
matrix X € RP*4? matrix g—;’( € RPx4

2 Definitions

Table 1 indicates the six possible kinds of derivatives when using the denominator layout. Using
this layout notation consistently, we have the following definitions.

The derivative of a scalar function f : R"™ — R with respect to vector x € R™ is

[0f(x)

o0x1
of (x
8f(X) def Oxo (1)

"

9f(x)

L Ozy

This is the transpose of the gradient (some authors simply call this the gradient, irrespective of
whether numerator or denominator layout is used).



The derivative of a vector function f : R™ — R™, where f(x) = [fi(x) fa(x) ... fm(x)]T
and x € R", with respect to scalar x; is
OF(x) def [0f1(2)  9fa(a) Ofm(x) @)
axi - ox; Ox; ce Ox;
The derivative of a vector function f : R” — R™, where f(x) = [fi(x) fa(x) ... fm(x)]T,
with respect to vector x € R" is
[of (x)] [9f1(x)  9fa(x) Afm(x)]
ox1 ox1 ox1 e ox1
of (x) 0fi(x) 9fa(x) 9 fm (%)
8f(X) d:ef Oxo _ Oxo Oxo T O0xo (3)
Ox : : S
of (x) 0fi(x) 9fa(x) 9 fm (%)
L Oxy L Ozp Ozn, to oz,
This is just the transpose of the Jacobian matrix.
The derivative of a scalar function f : R™*™ — R with respect to matrix X € R"™*" ig
[or(X)  9f(X) .. of(X)]
(9X11 8X12 axln
of(X)  9f(X) 9f(X)
Of(X) def | 3Xa1  0Xm2 T OXew (@)
oxX : : :
of(X)  ofX) .. 0f(X)
_aXml 8Xm2 8AXV'mn_

Observe that the (1) is just a special case of (4) for column vectors. Often (as in [3]) the gradient
notation is used as an alternative to the notation used above, for example:

Vas(x) = 2 ®)
v/ (x) = X (©

3 Identities

3.1 Scalar-by-vector product rule

IfacR™ beR"and C € R™*" then

n

aTCb = iaz(Cb)l = iai i Cijbj = i Cijaibj (7)
7j=1 i=1 j=1

i=1 i=1
Now assume we have vector functions u : R™ — R™, v = R" — R" and A € R™*", The vector
functions u and v are functions of x € R?, but A is not. We want to find an identity for

ouTAv
. (8)




From (7), we have:
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Now we can show (by writing out the elements [Notebook, 2012-05-22]) that:

8 .
azA +7 ] ZZAzJUJa l""ZZATﬂuzav

11]1 lel Tl

= ZZAUUJG + ZZAU“’; (10)

i=1 j=1 =1 j=1

A comparison of (9) and (10) completes the proof that

ouTAv  Ou ov
T AVt o —ATu (11)

3.2 Useful identities from scalar-by-vector product rule

From (11) it follows, with vectors and matrices b € R™, d € R?, x € R”, B € R™*" C € R™*4,
D € R7*", that

. T
OBx+b)'C(Dx+d) _dBx+b)py g DA g gy
Ix % ox
resulting in the identity:
T
d(Bx + b)af(DX +d) _ BTC(Dx +d) + D'CT(Bx +b) (13)

by using the easily verifiable identities:

8(u(x)a: v(x)) _ 8155()() n 8\(;5{}() (14)
%A:‘ =AT (15)
% =0 (16)
Some other useful special cases of (11):
8";:‘]0 — Ab (17)




oxTAx
ox

=(A+A")x (18)

oxT Ax
ox

= 2Ax if A is symmetric (19)

3.3 Derivatives of determinant
See [7, p. 374] for definition of cofactors. Also see [Notebook, 2012-05-22].
We can write the determinant of matrix X € R™"*" as
n
IX| = XinCin + Xi2Cio + ... + X3, Ci, = Z Xi;iCijy (20)
j=1

Thus the derivative will be

I|X| 0
[6XLZ X x 1Ci1 + Xplip + ... + }
0
= oo {XnCr + Xp2Cha + - . . + XpenCn }
(can choose i any number, so choose i = k)
=Ci (21)
Thus (see [7, p. 386])
X = cofactor X = (adj X)?t (22)
0X
But we know that the inverse of X is given by [7, p. 387]
x1o L adj X (23)
X
thus
adj X = |X|X! (24)

which, when substituted into (22), results in the identity

X _ ix-
T = XX (25)

From (25) we can also write

Oln |X]| O0ln |X] 1 9|X] 1 T
[ X Ll Xy X ox x| I (26)
giving the identity
Ol |X| T
e = (X (21)
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